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A Correspondence between Rigid Modules Over Path Algebras and Simple
Curves on Riemann Surfaces

Kyu-Hwan Leea and Kyungyong Leeb,c

aDepartment of Mathematics, University of Connecticut, Storrs, CT, USA; bDepartment of Mathematics, University of Nebraska–Lincoln,
Lincoln, NE, USA; cKorea Institute for Advanced Study, Seoul, Republic of Korea

ABSTRACT
We propose a conjectural correspondence between the set of rigid indecomposable mod-
ules over the path algebras of acyclic quivers and the set of certain non-self-intersecting
curves on Riemann surfaces, and prove the correspondence for the two-complete rank
3 quivers.
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1. Introduction

In the study of the category of modules over a ring,
geometric objects have often been used to describe the
structures. In particular, the following problem has
been considered fundamental. (For a small fraction of
references, see [Apruzzese and Igusa; Fomin and
Zelevinsky 02; Avramov, Buchweitz 00; Br€ustle and
Zhang 11; Canakci and Schroll 17; Musiker et al. 11;
Zhang et al. 13].)

Problem 1. Let R be a ring. Find a function f from a
(sub)set of R-modules to a set of geometric objects so
that the size of the (asymptotic) ext group between two
modules M and N can be measured by the intersections
of f(M) and f(N).

The homological mirror symmetry (HMS), pro-
posed by [Kontsevich 95], is one of the phenomena
which answer this problem. The existence of such
symmetry implies that there is a symplectic manifold
S such that the number of intersections between two
Lagrangians on S is closely related to the dimension
of the ext group between the corresponding modules.

Pursuing this direction, in this article, we restrict
ourselves to the following problem.

Problem 2. Let R be an hereditary algebra. Find a
function f from the set of indecomposable R-modules to
a set of geometric objects so that the non-vanishing of
the self-extension group of an indecomposable module
M is precisely detected by the existence of the self-inter-
section of f(M).

Every finite-dimensional hereditary algebra over an
algebraically closed field is Morita equivalent to the
path algebra of an acyclic quiver, i.e., a quiver without
oriented cycles (See, e.g., [Assem et al. 06]). The num-
ber of vertices of a quiver is referred to as the rank of
the quiver. The dimension vectors of indecomposable
modules over a path algebra are called (positive)
roots. A root a is real if the Euler inner product ha; ai
is equal to 1, and imaginary if ha; ai � 0.

We first consider the case that R is the path algebra
of a two-complete quiver (i.e.,, an acyclic quiver with
at least two arrows between every pair of vertices),
and define a bijective function

f : findecomposable modules corresponding to

positive real rootsg ! fadmissible curvesg;
where admissible curves are certain paths on a
Riemann surface (see Definition 2.1). Then we formu-
late the following conjecture:

Conjecture 1.1. For an indecomposable R-module M,
we have Ext1ðM;MÞ ¼ 0 if and only if f(M) has no
self-intersections.

In this article, we prove this conjecture for two-
complete rank 3 quivers. When Ext1ðM;MÞ ¼ 0, the
module M is called rigid, and the dimension vector of
a rigid indecomposable module is called a real Schur
root. To explain our result, we let

Z :¼ a; b; cð Þ 2 Z3 : gcd jbj; jcjð Þ ¼ 1
� �

:

For each z ¼ ða; b; cÞ 2 Z, define a curve gz on the
universal cover of a triangulated torus, consisting of
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two symmetric spirals and a line segment, so that a
determines the number of times the spirals revolve
and (b, c) determines the slope of the line segment.
See Examples 2.2 (2). The curves gz, z 2 Z, have no
self-intersections. Now our result (Theorem 4.2) is
the following.

Theorem 1.2. Let R be the path algebra of a two-com-
plete rank 3 quiver. Then there is a natural bijection
between the set of rigid indecomposable modules and
the sef of curves gz, z 2 Z.

This shows that real Schur roots are very special
ones among all real roots in general. Our proof is
achieved by expressing each real Schur root in terms
of a sequence of simple reflections that corresponds to
a non-self-intersecting path.1 See Example 4.13.

For the general case, let R be the path algebra of
any acyclic quiver. We still define an onto function

g : admissible curvesf g ! indecomposable modulesf

corresponding to positive real rootsg;

and propose the following (See Conjecture 2.4):

Conjecture 1.3. For an indecomposable R-module M,
we have Ext1ðM;MÞ ¼ 0 if and only if g�1ðMÞ con-
tains a non-self-crossing curve.

As tests for known cases, we prove this conjecture
for equioriented quivers of types A and D, and for
Að1Þ
2 and all rank 2 quivers. We also consider the

highest root of a quiver of type E8 and provide such a
path. If this conjecture holds true, then it gives an
elementary geometric (and less recursive) criterion to
distinguish real Schur roots among all positive
real roots.

There have been a number of known criteria to tell
whether a given real root is a real Schur root, some of
which are in terms of sub-representations (due to
Schofield [Schofield 92]), braid group actions (due to
Crawley [Crawley-Boevey 92]), cluster variables (due
to Caldero [Caldero and Keller 06]), or c-vectors (due
to Chavez [Chavez 15]). Building on a result of
Igusa–Schiffler [Igusa and Schiffler 10] and
Baumeister–Dyer–Stump–Wegener [Baumeister et al.
14], Hubery and Krause [Hubery and Krause 16]
characterized real Schur roots in terms of non-cross-
ing partitions. There are also combinatorial descrip-
tions for c-vectors in the same seed due to

Speyer–Thomas [Speyer and Thomas 13] and Seven
[Seven 15]. However none of these is of geometric
nature, and most of them rely on heavy recursive pro-
cedures which are hard to apply in practice.

Also, a better description for real Schur roots is still
needed to help understand a base step of the non-com-
mutative HMS for path algebras. Note that the recent
work of Shende–Treumann–Williams–Zaslow [Shende
15; Shende et al. 16; Treumann 18] suggests HMS for
certain (not-necessarily acyclic) quivers including the
ones coming from bicolored graphs on surfaces.

Our conjecture suggests the existence of the HMS
phenomenon for the path algebra over an arbitrary
acyclic quiver. In a subsequent project, we plan to
investigate the HMS for path algebras over vari-
ous quivers.

2. A conjectural correspondence

2.1. The statement of conjecture

Let Q be an acyclic (connected) quiver with N vertices
labeled by I :¼ f1; :::;Ng. Denote by SN the permuta-
tion group on I. Let PQ � SN be the set of all permuta-
tions r such that there is no arrow from rðjÞ to rðiÞ
for any j> i on Q. Note that if there exists an ori-
ented path passing through all N vertices on Q, in
particular, if there is at least one arrow between
every pair of vertices, then PQ consists of a unique
permutation.

For each r 2 PQ, we define a labeled Riemann sur-
face Rr

2 as follows. Let G1 and G2 be two identical
copies of a regular N-gon. Label the edges of each of
the two N-gons by Trð1Þ;Trð2Þ; :::;TrðNÞ counter-clock-
wise. On Gi, let Li be the line segment from the center
of Gi to the common endpoint of TrðNÞ and Trð1Þ. Fix
the orientation of every edge of G1 (resp. G2) to be
counter-clockwise (resp. clockwise) as in the following
picture.

1After the first version of this paper was posted on the arXiv, Felikson
and Tumarkin [Felikson and Tumarkin 17] proved Conjecture 1.1 for all 2-
complete quivers. Moreover they characterized c-vectors in the same
seed, using a collection of pairwise non-crossing admissible curves
satisfying a certain word property.

2The punctured discs appeared in Bessis’ work [Bessis 06]. For better
visualization, here we prefer to use an alternative description using
compact Riemann surfaces with one or two marked points.
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Let Rr be the (compact) Riemann surface of genus
bN�1

2 c obtained by gluing together the two N-gons
with all the edges of the same label identified accord-
ing to their orientations. The edges of the N-gons
become N different curves in Rr. If N is odd, all the
vertices of the two N-gons are identified to become
one point in Rr and the curves obtained from the
edges are loops. If N is even, two distinct vertices are
shared by all curves. Let T be the set of all curves,
i.e., T ¼ T1 [ � � � [ TN � Rr, and V be the set of the
vertex (or vertices) on T .

Consider the Cartan matrix corresponding to Q and
the root system of the associated Kac–Moody algebra.
The simple root corresponding to i 2 I will be denoted
by ai. The simple reflections of the Weyl group W will
be denoted by si, i 2 I. More precisely, for each r 2 PQ,

W ¼ hs1; :::; sN : s21 ¼ � � � ¼ s2N ¼ e and sisjð Þmij ¼ e for i<ji;

where e is the identity element and

mij ¼
2; if there is no arrow from r ið Þ to r jð Þ on Q;
3; if there is a single arrow from r ið Þ to r jð Þ on Q;
1; otherwise:

8<
:

Let W be the set of words w ¼ i1i2 � � � ik from the
alphabet I such that no two consecutive letters ip and
ipþ1 are the same. For each element w 2 W, let Rw �
W be the set of words i1i2 � � � ik such that
w ¼ si1si2 � � � sik . Recall that the set of positive real
roots and the set of reflections in W are in one-to-one
correspondence. Also note that if Q is two-complete,
i.e., W ¼ hs1; :::; sN : s21 ¼ � � � ¼ s2N ¼ ei, then there is
a unique expression for every element w 2 W as a
product of simple reflections (with no two consecutive
simple reflections being the same), hence Rw contains
a unique element. Define

R :¼ [
w: reflectionw2W

Rw � W:

Definition 2.1. Let r 2 PQ. A r-admissible curve is a
continuous function g : ½0; 1� ! Rr such that

1. gðxÞ 2 V if and only if x 2 f0; 1g;
2. there exists �>0 such that gð½0; ��Þ � L1

and gð½1��; 1�Þ � L2;
3. if gðxÞ 2 T n V then gð½x��; x þ ��Þ meets T

transversally for sufficiently small �>0;
4. and tðgÞ 2 R, where tðgÞ :¼ i1 � � � ik is given by

x 2 0; 1ð Þ : g xð Þ 2 T
� �

¼ x1< � � �<xkf g

and g x‘ð Þ 2 Ti‘ for ‘ 2 1; :::; kf g:

If r is clear from the context, a r-admissible curve
will be just called an admissible curve.

Note that for every w 2 R, there is a r-admissible
curve g with tðgÞ ¼ w. In particular, every positive
real root can be represented by some admis-
sible curve(s).

Example 2.2. Let N¼ 3, and Q be the rank 3 acyclic
quiver with double arrows between every pair of verti-
ces as follows.

Let r 2 S3 be the trivial permutation id. We
have PQ ¼ fidg.

(1) First we consider a positive real root a1 þ 6a2 þ
2a3 ¼ s2s3a1 and its corresponding reflection
w ¼ s2s3s1s3s2. Then Rw ¼ f23132g � R, and the fol-
lowing red curve becomes a r-admissible curve g on
Rr, with tðgÞ ¼ 23132. The picture on the right shows
several copies of g on the universal cover of Rr, where
each horizontal line segment represents T1, vertical
T3, and diagonal T2. Clearly g has a self-intersection.

(2) Next we consider another positive real root

1662490a1 þ 4352663a2 þ 11395212a3

¼ s3s2s1ð Þ4s2s3s2s1s2s3a2; (2–1)

and its corresponding reflection w ¼ ðs3s2s1Þ4s2s3s2s1
s2s3s2s3s2s1s2s3s2ðs1s2s3Þ4. Below we draw a copy of a
r-admissible curve g with tðgÞ ¼ ð321Þ42321232
321232ð123Þ4 on the universal cover of Rr. Here g
has no self-intersection.

Conjecture 2.4. Let Cr be the set of (isotopy classes
of) r-admissible curves g such that g has no self-
intersections, i.e., gðx1Þ ¼ gðx2Þ implies x1 ¼ x2 or
fx1; x2g ¼ f0; 1g. For each g 2 Cr, let w 2 W be the
reflection such that tðgÞ 2 Rw, and let bðgÞ be the
positive real root corresponding to w. Then fbðgÞ :
g 2 [r2PQCrg is precisely the set of real Schur roots
for Q.
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Remark 2.5. The correspondence g7!bðgÞ is not one-
to-one in general. If there are at least two arrows
between every pair of vertices on Q, then the conjecture
predicts that it would be a bijection.

2.2 Type A quivers

In this subsection we prove Conjecture 2.4 for equior-
iented quivers of type A. Let Q be the following
quiver:

1 ! 2 ! � � � ! n

Since all positive real roots are Schur, it is
enough to show that every positive real root can be
realized as bðgÞ for some g 2 Cid. Each positive real
root is equal to sisiþ1 � � � sj�1aj for some
i � j 2 f1; :::; ng, and the corresponding reflection is
w ¼ si � � � sj�1sjsj�1 � � � si. There exists an admissible
curve g with no self-intersections and tðgÞ ¼
i � � � ðj�1Þjðj�1Þ � � � i 2 Rw as depicted in the follow-
ing picture, so we are done.

2.3. Type D quivers

In this subsection, we prove Conjecture 2.4 for the
following quiver:

For the corresponding root system of type Dn, all
positive real roots are Schur. Each positive real root is
equal to one of the following:

sisiþ1 � � � sj�1aj; 1 � i � j � n�1; (2–2)

sisiþ1 � � � sn�2an; 1 � i � n�1; (2–3)

sjsjþ1 � � � sn�2ð Þ snsn�1sn�2 � � � siþ1ð Þai; 1 � i<j � n�1:

(2–4)

The roots in (2–2) are of the same form as in type
A. For each of the corresponding reflections to the
roots in (2–3), there exists an admissible curve g with
no self-intersections on Rr, where r is either the

permutation interchanging only n – 1 and n (see the
picture below) or the trivial permutation id.

For each of the corresponding reflections to the
roots in (2–4), there exists an admissible curve g with
no self-intersections on Rid. Such curve is given below,
where we omit drawing the edges 1; :::; i�1 with
which g does not intersect.

2.4. A quiver of type E8

In this subsection, we consider the following quiver:

Again every positive real root is Schur. The highest
positive real root

6a1 þ 5a2 þ 4a3 þ 3a4 þ 2a5 þ 4a6 þ 2a7 þ 3a8

can be given by ðs8s7 � � � s2s1Þ5ðs8s7 � � � s2Þa1, and one
of non-reduced expressions for the corresponding
reflection is

s8s7 � � � s2s1ð Þ5 s8s7 � � � s2ð Þs1 s2 � � � s7s8ð Þ s1s2 � � � s7s8ð Þ5;

which gives rise to the following non-self-intersecting
curve on Rid.
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On the actual Riemann surface Rid, this is just a
spiral around one vertex followed by another spiral
around the other vertex.

Remark 2.9. It is not easy to give a unified proof of
Conjecture 2.4 for all quivers of type ADE with arbi-
trary orietations.

2.5. Rank 2 quivers

In this subsection, we prove Conjecture 2.4 for rank 2
quivers. Again in this case, all positive real roots are
Schur. The reflection corresponding to each positive
real root is of the form sisjsi � � � sisjsi with
fi; jg ¼ f1; 2g. Clearly, there exists a spiral g (as an
admissible curve) on the sphere Rr such that g has no
self-intersections and tðgÞ ¼ iji � � � iji, where r is either
id or the transposition (12).

2.6. Rank 3 tame quiver

Let Q be the rank 3 acyclic quiver of type Að1Þ
2 as fol-

lows:

We have PQ ¼ fidg. The positive real Schur roots
are, for n � 0,

nþ 1ð Þa1 þ na2 þ na3 ¼
s1s2s3s2ð Þ

n
2a1 if n is even;

s1s2s3s2ð Þ
n�1
2 s1s2a3 if n is odd;

(

(2–5)
nþ 1ð Þa1 þ nþ 1ð Þa2 þ na3 ¼ s1s2s3s2ð Þns1a2; (2–6)

na1 þ nþ 1ð Þa2 þ nþ 1ð Þa3

¼
s2s3s2s1ð Þ

n
2s2a3 if n is even;

s2s3s2s1ð Þ
n�1
2 s2s3s2a1 if n is odd;

;

(
(2–7)

na1 þ na2 þ nþ 1ð Þa3 ¼ s2s3s2s1ð Þns2s3a2; (2–8)

a2 and a1 þ a3 ¼ s1a3: (2–9)

One can see that admissible curves corresponding
to (2–5)–(2–8) are essentially determined by line seg-
ments with slopes n

n�1 ;
nþ2
n ; nþ1

nþ2 ;
nþ1
nþ3, respectively, on

the universal cover of the torus with triangulation as
in Example 2.2. Curves corresponding to (2–7) and
(2–8) are (isotopic to) line segments. When n � 1,
curves corresponding to (2–5) and (2–6) revolve 180�

around a vertex at the beginning, follow a line seg-
ment, and again revolve 180� around a vertex at the
end. Clearly, such curves do not have self-intersec-
tions. The Schur roots a2 and a1 þ a3 trivially corres-
pond to non-self-intersecting curves.

Conversely, an admissible curve with no self-inter-
sections on a torus becomes a curve on the universal
cover isotopic to a union of two spirals around verti-
ces, which are symmetric to each other, and a line
segment in the middle of the two spirals. It can be
checked that each of such curves gives rise to one of
the real Schur roots listed in (2–5)–(2–9). Thus
Conjecture 2.4 is verified in this case.

3. Preliminaries

3.1. Cluster variables

In this subsection, we review some notions from the
theory of cluster algebras introduced by Fomin and
Zelevinsky in [Fomin and Zelevinsky 02]. Our defin-
ition follows the exposition in [Fomin and Zelevinsky
07]. For our purpose, it is enough to define the coeffi-
cient-free cluster algebras of rank 3.

We consider a field F isomorphic to the field of
rational functions in three independent variables.

Definition 3.1. A labeled seed in F is a pair
ðx;BÞ, where

	 x ¼ ðx1; x2; x3Þ is a triple from F forming a free
generating set over Q, and

	 B ¼ ðbijÞ is a 3
 3 integer skew-symmetric matrix.
That is, x1; x2; x3 are algebraically independent over

Q, and F ¼ Qðx1; x2; x3Þ. We refer to x as the
(labeled) cluster of a labeled seed ðx;BÞ, and to the
matrix B as the exchange matrix.

We use the notation x½ �þ ¼ max x; 0ð Þ and

sgn xð Þ ¼ x=jxj if x 6¼ 0;
0 if x ¼ 0:

�

Definition 3.2. Let ðx;BÞ be a labeled seed in F , and
let k 2 f1; 2; 3g. The seed mutation lk in direction k
transforms ðx;BÞ into the labeled seed lkðx;BÞ ¼
ðx0;B0Þ defined as follows:

	 The entries of B0 ¼ ðb0ijÞ are given by

b0ij ¼
�bij if i ¼ k or j ¼ k;
bij þ sgn bikð Þ bikbkj

� �
þ otherwise:

(

(3–1)

	 The cluster x0 ¼ ðx01; x02; x03Þ is given by x0j ¼ xj for
j 6¼ k, whereas x0k 2 F is determined by the
exchange relation

x0k ¼
Q

x
bik½ �þ
i þ

Q
x
�bik½ �þ
i

xk
: (3–2)
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Let B ¼ ðbijÞ be a 3
 3 skew-symmetric matrix, and
Q be the rank 3 acyclic quiver corresponding to B,
with the set I ¼ f1; 2; 3g of vertices, such that the
quiver Q has bij arrows from i to j for bij > 0. We

will write to represent the bij arrows.

Assume that jbijj � 2 for i 6¼ j. Without loss of gener-
ality, we further assume that the vertex 1 of Q is a
source, the vertex 2 a node, and the vertex 3 a sink:

The matrix resulting from the mutation of B at the
vertex i 2 I, will be denoted by B(i), and the matrix
resulting from the mutation of B(i) at the vertex j 2 I
by B(ij). Then the matrix Bði1i2 � � � ikÞ; ip 2 I is the
result of k mutations. We will write BðwÞ ¼ ðbijðwÞÞ
for w ¼ i1 � � � ik 2 W. When lw is a sequence
ðli1 ; :::; likÞ of mutations performed from left to right,
we write NðwÞ ¼ lwðNÞ ¼ lik

� � � �� li1ðNÞ for a labeled
seed N.

The cluster variables are the elements of clusters
obtained by sequences of seed mutations from the ini-
tial seed ððx1; x2; x3Þ;BÞ. The remarkable Laurent phe-
nomenon [Fomin and Zelevinsky 02] and Positivity
theorem [Davison 18; Davison et al. 15; Gross et al.
18; Lee and Schiffler 13; Lee and Schiffler 15] imply
the following:

Theorem 3.5. Each cluster variable is a Laurent poly-
nomial over Z�0 in the initial cluster varia-
bles x1; x2; x3.

Thanks to the Laurent Phenomenon, the denomin-
ator of every cluster variable is well defined when
expressed in reduced form.

Example 3.6. LetN ¼ x1; x2; x3ð Þ;
0 2 2
�2 0 2
�2 �2 0

0
@

1
A

0
@

1
A

be the initial seed. The mutation in direction three yields

N 3ð Þ ¼ x1; x2;
x21x

2
2 þ 1
x3

� �
;

0 2 �2
�2 0 �2
2 2 0

0
@

1
A

0
@

1
A:

Applying the mutation in direction 2 to N 3ð Þ, we
obtain

Nð32Þ ¼
  

x1;
x21ð1þ x21x

2
2Þ

2 þ x23
x2x23

;
x21x

2
2 þ 1
x3

!
;

 0 �2 �2

2 0 2

2 �2 0

!!
:

More mutations produce

Nðð321Þ4Þ ¼
  

P1
x48951 x128162 x335523

;
P2

x18701 x48952 x128163
;

P3
x7141 x18702 x48953

!
;

 0 2 2

�2 0 2

�2 �2 0

!!
;

where the corresponding quiver is acyclic. We apply
the mutation in direction 2 to obtain

Nðð321Þ42Þ ¼
  

P1
x48951 x128162 x335523

;
P4

x79201 x207372 x542883
;

P3
x7141 x18702 x48953

!
;

 0 �2 6

2 0 �2

�6 2 0

!!
;

where the corresponding quiver is cyclic. We calculate
three more mutations:

Nðð321Þ423Þ

¼
  

P1
x48951 x128162 x335523

;
P4

x79201 x207372 x542883
;

P5
x286561 x750262 x1964173

!
;

 0 10 �6

�10 0 2

6 �2 0

!!
;

Nðð321Þ4231Þ

¼
  

P6
x1670411 x4373402 x11449503

;
P4

x79201 x207372 x542883
;

P5
x286561 x750262 x1964173

!
;

 0 �10 6

10 0 �58

�6 58 0

!!
;

Nðð321Þ42312Þ

¼
  

P6
x1670411 x4373402 x11449503

;
P7

x16624901 x43526632 x113952123
;

P5
x286561 x750262 x1964173

!
;

 0 10 �574

�10 0 58

574 �58 0

!!
:

Here all Pi are polynomials in x1; x2; x3 with no
monomial factors. Compare (2–1) with the new cluster
variable P7=x16624901 x43526632 x113952123 in N 321ð Þ42312

	 

.

3.2. Positive real roots

Let A ¼ aijð Þ be the symmetric Cartan matrix corre-
sponding to B and g be the associated Kac–Moody
algebra. The simple roots of g will be denoted by ai,
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i 2 I. Let Qþ ¼ �i2IZ�0ai be the positive root lattice.
We have the canonical bilinear form �; �ð Þ on Qþ
defined by ai; ajð Þ ¼ aij for i; j 2 I. The simple reflec-
tions will be denoted by si, i 2 I and the Weyl group
by W. As before, let W be the set of words w ¼
i1i2 � � � ik in the alphabet I such that no two consecu-
tive letters ip and ipþ1 are the same. Since
W ¼ hs1; s2; s3 : s21 ¼ s22 ¼ s23 ¼ ei, we regard W as the
set of reduced expressions of the elements of W.
Assume that W also has the empty word ;.

For w ¼ i1 � � � ik 2 W, define

sw :¼ si1 � � � sik 2 W:

A root b 2 Qþ is called real if b ¼ wai for some
w 2 W and ai, i 2 I. For a positive real root b, the
corresponding reflection will be denoted by rb 2 W.

4. Real Schur roots of rank 3 quivers

In this section we prove Conjecture 2.4 for rank 3
quivers with multiple arrows between every pair of
vertices. We describe the set of real roots by the isot-
opy classes of certain curves on the universal cover of
a triangulated torus and characterize the curves corre-
sponding to real Schur roots.

4.1. Curves representing real roots

For easier visualization, we restate the set-up from
Section 2.1 in terms of the universal cover. Consider
the following set of lines on R2:

T ¼ T 1 [ T 2 [ T 3;

where
T 1 ¼ f x; yð Þ : y 2 Zg; T 2 ¼ f x; yð Þ : xþ y 2 Zg, and
T 3 ¼ f x; yð Þ : x 2 Zg. Together with T , the space R2

can be viewed as the universal cover of a triangu-
lated torus.

We also define

L1 ¼ x; yð Þ : x�y 2 Z; x�bxc< 1
2

� �

and L2 ¼ x; yð Þ : x�y 2 Z; x�bxc> 1
2

� �
:

Definition 4.1. An admissible curve is a continuous
function g : 0; 1½ � ! R2 such that

1. g xð Þ 2 Z2 if and only if x 2 f0; 1g;
2. there exists �>0 such that g 0; �½ �ð Þ � L1

and g 1��; 1½ Þð Þ � L2;
3. if g xð Þ 2 T n Z2 then g x��; xþ �½ �ð Þ meets T

transversally for sufficiently small �>0;

4. and t gð Þ 2 R, where t gð Þ :¼ i1 � � � ik is given by

x 2 0; 1ð Þ : g xð Þ 2 T
� �

¼ x1< � � �<xkf g
and g x‘ð Þ 2 T i‘ for ‘ 2 1; :::; kf g:

4.2. Curves representing real Schur roots

Let

Z :¼ a; b; cð Þ 2 Z3 : gcd jbj; jcjð Þ ¼ 1
� �

;

where gcd 0; 0ð Þ ¼ 1 and gcd x; 0ð Þ ¼ x for nonzero x.
Fix z ¼ a; b; cð Þ 2 Z and let

� ¼ 1=2; if max jbj; jcjð Þ ¼ 1;
1=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ c2

p
; otherwise:

�

Let Cz;1 � R2 be the spiral that (i) crosses the
positive x-axis jaj times; (ii) starts with the line seg-
ment from (0, 0) to �=2; �=2ð Þ, goes around (0, 0),
and ends at �b; �cð Þ; and (iii) revolves clockwise if
a> 0 (resp. counterclockwise if a< 0). Let Cz;2 be
the line segment from �b; �cð Þ to b��b; c��cð Þ, and
Cz;3 be the spiral obtained by rotating Cz;1 by 180�

around b=2; c=2ð Þ. Let gz be the union of Cz;1;Cz;2,
and Cz;3. We are ready to state our main theorem
as follows.

Let C be the set of (isotopy classes of) admissible
curves g such that g has no self-intersections on the
torus, i.e., g x1ð Þ ¼ g x2ð Þ mod Z
 Zð Þ implies x1 ¼ x2
or fx1; x2g ¼ f0; 1g. It is not hard to see that C ¼
fgz : z 2 Zg by using Dehn twists. Recall that b gð Þ is
defined in Conjecture 2.4 for g 2 C.

Theorem 4.2. The set fb gzð Þ : z 2 Zg is precisely
the set of real Schur roots for Q.

Clearly, the above theorem implies that Conjecture
2.4 holds for rank 3 quivers with multiple arrows
between every pair of vertices. We will prove this the-
orem after we state Theorem 4.17 below in
Section 4.4.

4.3. Mutations of vectors and the definition
of w wð Þ

We define the triple V wð Þ of vectors on R2 for
w 2 W n f;g as follows. First, we define

V 1ð Þ ¼ h�1; 2i; h�1; 1i; h0; 1ið Þ;
V 2ð Þ ¼ h0; 1i; h1; 1i; h1; 0ið Þ;
V 3ð Þ ¼ h1; 0i; h1;�1i; h2;�1ið Þ:

Then, we inductively define V i1 � � � iqð Þ for q> 1.
Suppose that V i1 � � � iq�1ð Þ ¼ ~v1 ; ~v2 ; ~v3ð Þ. Then
V i1 � � � iqð Þ is defined by
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V i1 � � � iqð Þ :¼
~v2 þ ~v3 ; ~v2 ; ~v3ð Þ; if iq ¼ 1;
~v1 ; ~v1 þ ~v3 ; ~v3ð Þ; if iq ¼ 2;
~v1 ; ~v2 ; ~v1 þ ~v2ð Þ; if iq ¼ 3:

8<
: (4–1)

Write V wð Þ ¼ ~v1 wð Þ; ~v2 wð Þ; ~v3 wð Þð Þ. Let p 2
f1; 2; 3g and suppose that ~vp wð Þ ¼ hb; ci. Let n be (the
isotopic class of) the line segment from (0, 0) to (b, c).
One can see that gcd jbj; jcjð Þ ¼ 1 and so n 2 C. We write

b ~vp wð Þ
	 


¼ b nð Þ and t ~vp wð Þ
	 


¼ t nð Þ 2 R: (4–2)

For each w 2 W n f;g, we define a positive real
root / wð Þ by

/ wð Þ :¼ b ~vp wð Þ
	 


;

where p is the last letter of w 2 W n f;g.

Lemma 4.5. For fi; j; kg ¼ f1; 2; 3g, we have
/ ijð Þn
	 


¼ sisjð Þn�1siaj and / ijð Þni
	 


¼ sisjð Þnai;
(4–3)

/ i jið Þnk
	 


¼ si sjsið Þ2nak and / i jið Þnjk
	 


¼ si sjsið Þ2nþ1ak;

(4–4)

/ i jið Þnki
	 


¼ si sjsið Þ2nsk sisjð Þnai; (4–5)

/ i jið Þnkj
	 


¼ si sjsið Þ2nsk sisjð Þnsiaj; (4–6)

/ i jið Þnjki
	 


¼ si sjsið Þ2nþ1sk sisjð Þnþ1ai; (4–7)

/ i jið Þnjkj
	 


¼ si sjsið Þ2nþ1sk sisjð Þnsiaj: (4–8)

Proof. It is straightforward to check these identities
directly, so we omit the proof. Instead we illustrate
the calculation for w ¼ 121212.

By (4–1), we get

V 1ð Þ ¼ h�1; 2i; h�1; 1i; h0; 1ið Þ;
V 12ð Þ ¼ h�1; 2i; h�1; 3i; h0; 1ið Þ;

..

. ..
.

V 121212ð Þ ¼ h�1; 6i; h�1; 7i; h0; 1ið Þ:

Let n be the line segment from (0, 0) to �1; 7ð Þ.
Then t nð Þ ¼ 12ð Þ51, hence the corresponding real
root is

/ 121212ð Þ ¼ b nð Þ ¼ b h�1; 7ið Þ ¼ s1s2s1s2s1a2:

Let C1 ¼ f1; 12; 123; 1231; 12312; 123123; :::g and
C3 ¼ f3; 32; 321; 3213; 32132; 321321; :::g � W. Note
that the quiver corresponding to B wð Þ is acyclic if and
only if w 2 C1 [ C3 [ f;g. For w ¼ i1 � � � ik 2 W, let
‘ wð Þ ¼ k and

The following definition is important for the rest of
the article.

Definition 4.12. Let ŵ 2 W n f;g, and write ŵ ¼
wv 2 W with the word w being the longest word such
that B wð Þ is acyclic. Assume that w ¼ i1:::ik. Then, we
have k ¼ q ŵð Þ. Define a positive real root w ŵð Þ by

w ŵð Þ :¼ si1 � � � sik�1aik if v ¼ ;;
sw/ vð Þ otherwise:

�

Example 4.13. Let Q be the following rank 3 acyclic
quiver and B be the corresponding skew-symmetric
matrix:

Consider ŵ ¼ 321ð Þ42132 2 W. Then w ¼ 321ð Þ4
and v ¼ 2132. One easily obtains

V vð Þ ¼ V 2132ð Þ ¼ h2; 1i; h5; 3i; h3; 2ið Þ:

Thus ~v2 vð Þ ¼ h5; 3i. By recording the intersections
of the line segment n from (0, 0) to (5, 3) with T , we
have t nð Þ ¼ 2321232321232 and

/ vð Þ ¼ b nð Þ ¼ s2s3s2s1s2s3a2:

Combining these, we obtain

w ŵð Þ ¼ sw/ vð Þ ¼ s3s2s1ð Þ4s2s3s2s1s2s3a2
¼ 1662490a1 þ 4352663a2 þ 11395212a3:

This real root was considered in Example 2.2 (2).
The word w corresponds to the spirals and v to the
line segment n.

4.4. Denominators of cluster variables

Consider the cluster variables associated to the initial
seed N ¼ x1; x2; x3ð Þ;B

	 

. The denominator of a noni-

nitial cluster variable will be identified with an elem-
ent of the positive root lattice Qþ through

xm1
1 xm2

2 xm3
3 7!m1a1 þm2a2 þm3a3; mi 2 Z�0; i 2 I:

(4–9)

The denominators of the initial cluster variables
x1; x2; x3 correspond to �a1;�a2;�a3, respectively.

q wð Þ :¼ 0; if w is the empty word ;; or i1 ¼ 2;
max p : i1 � � � ip 2 C1 [ C3

� �
; otherwise:

�
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Theorem 4.15 [Caldero and Keller 06]. The corres-
pondence (4–9) is a bijection between the set of denom-
inators of cluster variables, other than xi, i 2 I, and the
set of positive real Schur roots of Q.

For any w 2 W n f;g, let N wð Þ be the labeled seed
obtained from the initial seed N by the sequence lw
of mutations. We denote by b1 wð Þ;b2 wð Þ;b3 wð Þð Þ the
triple of real Schur roots (or negative simple roots)
obtained from the denominators of the cluster varia-
bles in the cluster of N wð Þ.

Example 4.16. In Example 3.6, we obtain the triple of
real Schur roots from N 321ð Þ42312

	 

:

Now, we state a description of the real Schur roots
associated with the denominators of cluster variables,
using sequences of simple reflections.

Theorem 4.17. Let ŵ 2 W n f;g. If p is the last letter
of ŵ, then we have

bp ŵð Þ ¼ w ŵð Þ: (4–10)

This theorem will be proved in Section 5.
Assuming this theorem, we now prove Theorem 4.2.

Proof of Theorem 4.2 . By Theorems 4.15 and 4.17,
we have only to prove that there exists a one-to-one
correspondence ŵ ¼ wv 2 W n f;g7!z ¼ a; b; cð Þ 2 Z
such that w ŵð Þ ¼ b gzð Þ, where the word w is the lon-
gest word such that B wð Þ is acyclic. By definition, we
have w 2 C1 [ C3, and it determines the spiral C1 (and
C3) and the number a. Next consider the vector
~vp vð Þ ¼ hb0; c0i and determine the sign for hb; ci ¼
6hb0; c0i so that the line segment C2 2 C from �b; �cð Þ
to b��b; c��cð Þ is connected to the spiral C1 (and C3)
for sufficiently small �>0. Then, we set z ¼ a; b; cð Þ 2
Z and define gz to be the union of C1, C2 and C3.

Conversely, given z ¼ a; b; cð Þ 2 Z, we have the
unique curve gz consisting of Cz;1;Cz;2, and Cz;3 by
definition. The spiral Cz;1 determines w 2 W by sim-
ply recording the consecutive intersections of Cz;1

with T p, p¼ 1, 2, 3. Since gcd jbj; jcjð Þ ¼ 1, the line
segment Cz;2 or the vector hb; ci determines a unique
v 2 W such that ~vp vð Þ ¼ 6hb; ci where p is the last
letter of v. Namely, one can associate a Farey triple
with V uð Þ ¼ ~v1 uð Þ; ~v2 uð Þ; ~v3 uð Þð Þ by taking the ratio

of two coordinates of each ~vi uð Þ, i¼ 1, 2, 3, for each
u 2 W and use the Farey tree (or the Stern–Brocot
tree) to find v (cf. [Aigner 13, pp. 52–53]). Then we
set ŵ ¼ wv. This establishes the inverse of the
map ŵ 2 W n f;g7!z 2 Z.

5. Proof of Theorem 4.17

This section is devoted to a proof of Theorem 4.17.
Recall that ‘ ŵð Þ ¼ k and q ŵð Þ ¼ maxfp : i1 � � � ip 2
C1 [ C3g for ŵ ¼ i1 � � � ik 2 W. Note that
q ŵð Þ ¼ maxfp : B i1:::ipð Þ is acyclicg. It is easy to

check (4–10) if ‘ ŵð Þ ¼ 1, so we assume that
‘ ŵð Þ � 2. Let

d ŵð Þ :¼ maxfp : qþ 1 � p � ‘ ŵð Þ
and iqiqþ1 � � � ip consists of two lettersg;

where q ¼ max 1; q ŵð Þ�1
	 


. We also letw ¼ i1 � � � iq ŵð Þ.
We have ‘ ŵð Þ � d ŵð Þ � q ŵð Þ by definition. We

plan to prove Theorem 4.17 by considering the fol-
lowing cases:

Case 1: ‘ ŵð Þ ¼ d ŵð Þ ¼ q ŵð Þ,
Case 2: ‘ ŵð Þ ¼ d ŵð Þ ¼ q ŵð Þ þ 1,
Case 3: ‘ ŵð Þ ¼ d ŵð Þ � q ŵð Þ þ 2,
Case 4: ‘ ŵð Þ ¼ d ŵð Þ þ 1,
Case 5: ‘ ŵð Þ ¼ d ŵð Þ þ 2,
Case 6: ‘ ŵð Þ ¼ d ŵð Þ þ 3,
Case 7: ‘ ŵð Þ � d ŵð Þ þ 4.

In what follows, we always set fi; j; kg ¼ f1; 2; 3g.
Consider the natural partial order on Qþ, that is,
m1a1 þm2a2 þm3a3 � m0

1a1 þm0
2a2 þm0

3a3 if and
only if mi � m0

i for all i 2 I. We set cij ¼ jbijj for i 6¼ j
and cij vð Þ ¼ jbij vð Þj for i 6¼ j and v 2 W.

5.1. Case 1: ‘ ŵð Þ5d ŵð Þ5q ŵð Þ

If ‘ ŵð Þ ¼ d ŵð Þ ¼ q ŵð Þ then ŵ ¼ w 2 C1 [ C3,
equivalently B ŵð Þ is acyclic. Write w ¼ ujk for u 2 W
and j; k 2 I.

Lemma 5.1. We have

bk ujkð Þ ¼ susj akð Þ ¼ w ujkð Þ: (5–1)

b1ðð321Þ42312Þ ¼ 167041 a1 þ 437340 a2 þ 1144950 a3;
b2ðð321Þ42312Þ ¼ 1662490 a1 þ 4352663 a2 þ 11395212 a3; ðcf: Example 4:13Þ
b3ðð321Þ42312Þ ¼ 28656 a1 þ 75026 a2 þ 196417 a3:
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Proof. We have bu uð Þ ¼ au and
bv uvð Þ ¼ av þ cuvau ¼ su avð Þ. Now, by induction, we
have

bj ujð Þ ¼ su ajð Þ;
bi ujð Þ ¼ bi uð Þ ¼ bi u

0ið Þ ¼ su0 aið Þ ¼ su0sisi aið Þ ¼ susi aið Þ;
bk ujð Þ ¼ bk u00kij

	 

¼ bk u00kð Þ ¼ su00 akð Þ

¼ su00sksisisk akð Þ ¼ susisk akð Þ;

where we write u ¼ u0i ¼ u00ki.
Then, we have

bk ujkð Þ ¼ �bk ujð Þ þ cikbi ujð Þ þ cjkbj ujð Þ
¼ �susisk akð Þ þ ciksusi aið Þ þ cjksu ajð Þ
¼ su si akð Þ�cikai þ cjkaj½ � ¼ su ak þ cikai�cikai þ cjkaj½ �
¼ su ak þ cjkaj½ � ¼ susj akð Þ:

Since w ujkð Þ ¼ susj akð Þ, we obtain

bk wð Þ ¼ w wð Þ: (5–2)

5.2. Case 2: ‘ ŵð Þ5d ŵð Þ5q ŵð Þ þ 1

Suppose that w ¼ ukij. Then ‘ ŵð Þ ¼ d ŵð Þ ¼
q ŵð Þ þ 1 implies that ŵ ¼ wi.

Lemma 5.4. Suppose that w ¼ ukij and B wð Þ is acyc-
lic. Then, we have

cijbj wð Þ � cikbk wð Þ:

Proof. We use induction on the length of w. Base
cases can be checked easily. We have

bi ukið Þ ¼ �bi ukð Þ þ cikbk ukð Þ þ cijbj ukð Þ

and

bj wð Þ ¼ �bj ukið Þ þ cjkbk ukið Þ þ cijbi ukið Þ
¼ �bj ukið Þ þ cjkbk ukið Þ
þcij �bi ukð Þ þ cikbk ukð Þ þ cijbj ukð Þ

h i
¼ cjk þ cijcikð Þbk ukð Þ�cijbi ukð Þ þ c2ij�1

 �
bj ukð Þ:

By induction, assume that cjkbk ukð Þ � cijbi ukð Þ. Then,
we have

cijbj wð Þ ¼ cij cjk þ cijcikð Þbk ukð Þ�b2ijbi ukð Þ
þcij c2ij�1

 �
bj ukð Þ

� cij cjk þ cijcikð Þbk ukð Þ�b2ijbi ukð Þ
� cij cjk þ cijcikð Þbk ukð Þ�cijcjkbk ukð Þ ¼ b2ijcikbk ukð Þ
� cikbk ukð Þ ¼ cikbk wð Þ:

Suppose that v 2 W ends with j and consider vi. If,
we have cij vð Þbj vð Þ � cik vð Þbk vð Þ, we record this

situation using j½ � below the i-arrow in the following
diagram:

!
j
v!i

j½ �
vi:

Similarly, if

cij vð Þbj vð Þ � cik vð Þbk vð Þ;

we write

!
j
v!i

k½ �
vi:

Remember that B wð Þ is acyclic and B ŵð Þ ¼ B wið Þ
is cyclic. By definition, we have w wið Þ ¼ swai. If
w ¼ ;, then bi wið Þ ¼ bi ið Þ ¼ ai; if w ¼ j, then
bi wið Þ ¼ bi jið Þ ¼ sj aið Þ; if w ¼ ij, then
bi wið Þ ¼ bi ijið Þ ¼ sisj aið Þ. In all these cases, we
have (4–10).

Now suppose that w ¼ ukij. By Lemma 5.4, we
have cijbj wð Þ � cikbk wð Þ. Thus we have

!
j
w!i

j½ �
wi:

By Case 1, we have

bi wið Þ ¼ �bi wð Þ þ cijbj wð Þ ¼ �swsjsi aið Þ þ cijswsj ajð Þ
¼ sw sjai�cijaj½ � ¼ sw aið Þ:

Thus we have

bi wið Þ ¼ sw aið Þ ¼ w wið Þ: (5–3)

This proves (4–10) in this case.

5.3. Case 3: ‘ ŵð Þ5d ŵð Þ � q ŵð Þ þ 2

Assume that B wð Þ is acyclic and B wið Þ is cyclic.

Lemma 5.6. We have

!i wi!
j

i½ �
wij!i

j½ �
wiji:

That is, we have

cij wið Þbi wið Þ � cjk wið Þbk wið Þ; bj wijð Þ ¼ swsi ajð Þ;
and cij wijð Þbj wijð Þ � cik wijð Þbk wijð Þ; bi wijið Þ ¼ swsisj aið Þ:

Proof. If the length of w is less than three, it can be
checked directly. Otherwise, write w ¼ ukij. Using
(5–3), we have

cij wið Þbi wið Þ ¼ cijsw aið Þ ¼ cijsusksisj aið Þ
¼ cijsu c2ij�1

 �
ai þ cijaj þ c2ijcik�cik þ cijcjk

 �
ak

h i
¼ cij c2ij�1

 �
su aið Þ þ c2ijsu ajð Þ þ c3ijcik�cijcik þ c2ijcjk

 �
su akð Þ;
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on the other hand, using (5–1), we have

cjk wið Þbk wið Þ ¼ cjk þ cijcikð Þbk ukð Þ ¼ cjk þ cijcikð Þsu akð Þ:

Since ui and uk are reduced expressions, we see
that su aið Þ and su akð Þ are positive roots. We claim that
su aið Þ � �su akð Þ. Indeed, writing u ¼ u0j, we have

su akð Þ þ su ajð Þ ¼ su0sj akð Þ þ su0sj ajð Þ
¼ su0 ak þ cjkajð Þ�su0 ajð Þ
¼ su0 akð Þ þ cjk�1ð Þsu0 ajð Þ � 0;

(5–4)

since su0 akð Þ is a positive root and cjk � 2.
Now we have only to show that

�c2ij þ c3ijcik�cijcik þ c2ijcjk � cjk þ cijcik;

which is equivalent to

c2ijcjk�c2ij�cjk þ c3ijcik�2cijcik � 0:

We write the left-hand side of the inequality as

c2ij�1
 �

cjk�1ð Þ�1þ c2ij�2
 �

cijcik;

and we are done since cij; cjk � 2.

Note that cij wið Þ ¼ bi wið Þ; bj wið Þ
 �

. Indeed, since
bi wið Þ ¼ sw aið Þ and bj wið Þ ¼ swsj ajð Þ, we have

bi wið Þ; bj wið Þ
 �

¼ sw aið Þ; swsj ajð Þ
	 


¼ � ai; ajð Þ ¼ cij ¼ cij wið Þ:

Then, from rbi wið Þ ¼ swsis�1
w , we obtain

bj wijð Þ ¼ �bj wið Þ þ cij wið Þbi wið Þ
¼ �bj wið Þ þ bi wið Þ; bj wið Þ

 �
bi wið Þ

¼ �rbi wið Þ bj wið Þ
 �

¼ �swsis�1
w swsj ajð Þ ¼ swsi ajð Þ:

(5–5)

A similar argument establishes cij wijð Þbj wijð Þ �
cik wijð Þbk wijð Þ and bi wijið Þ ¼ swsisj aið Þ.

Lemma 5.9. Let ~w ¼ wi jið Þn for n 2 Z�0. Then, we
have

cij ~wð Þbi ~wð Þ>cjk ~wð Þbk ~wð Þ; bj ~wjð Þ ¼ s ~w ajð Þ; (5–6)

cij ~wjð Þbj ~wjð Þ>cik ~wjð Þbk ~wjð Þ; bi ~wjið Þ ¼ s ~wsj aið Þ:
(5–7)

This means that we have

wi jið Þn !
j

i½ �
wi jið Þnj!i

j½ �
wi jið Þnþ1

for each n 2 Z�0.

Proof. We have bk wð Þ ¼ bk wi jið Þn
	 


¼ bk wi jið Þnj
	 


.
Similarly, cij ¼ cij wið Þ ¼ cij wi jið Þn

	 

¼ cij wi jið Þnj

	 

.

We write c ¼ cij for simplicity. We use induction on
n. The case n¼ 0 is proven in Lemma 5.6. Thus we
assume n> 0. If we consider the vector

bi w
0ð Þ; bj w0ð Þ


for w0 ¼ wi jið Þm with m< n, the vec-

tor bi w
0j

	 

; bj w

0j
	 


after mutation j is given by the

matrix Jj :¼
1 c
0 �1

� �
through right multiplication,

and the vector after mutation i for w0 ¼ wi jið Þmj is

given by Ji :¼
�1 0
c 1

� �
. Similarly, if we consider the

vector cjk w0ð Þ; cik w0ð Þ
 �

, the matrices for mutation j

and i are respectively given by the same matrices Jj
and Ji.

Let J ¼ JjJi ¼
c2�1 c
�c �1

� �
. First, assume that

c>2. We denote two eigenvalues of J by k1 and k2
with k1>k2. Then we have k1>1>k2>0. A diagonal-

ization J ¼ PDP�1 of J is given by D ¼ k1 0
0 k2

� �

and P ¼ 1þ k1 1þ k2
�c �c

� �
. With k1 þ k2 ¼ c2�2

and k1k2 ¼ 1, we compute to obtain

Jn ¼ 1
k1 � k2

kn1 1þ k1ð Þ�kn2 1þ k2ð Þ c kn1�kn2
	 


�c kn1�kn2
	 


�kn�1
1 1þ k1ð Þ þ kn�1

2 1þ k2ð Þ

 !
:

We let

yn :¼
1

k1 � k2
kn1�kn2
	 


¼ kn�1
1 þ kn�3

1 þ � � � þ kn�3
2 þ kn�1

2 ;

xn :¼
1

k1 � k2
kn1 1þ k1ð Þ�kn2 1þ k2ð Þ
	 


¼ ynþ1 þ yn:

Then we have Jn ¼ xn cyn
�cyn �xn�1

� �
for n> 0.

Next, assume that c¼ 2, and let yn ¼ n and
xn ¼ 2nþ 1. Then, from direct computation, we have

Jn ¼
2nþ 1 2n

�2n �2nþ 1

 !

¼
xn cyn

�cyn �xn�1

 !
for n>0;

and the same formula for Jn holds in this case as well.
We want to prove (5–6), which can be written as

cbi wi jið Þn
	 


>cjk wi jið Þn
	 


bk wð Þ:

If the length of w is less than 3, i.e. w ¼ ;; j or ij,
then bk wð Þ ¼ 0 and there is nothing to prove. Thus
we assume w ¼ ukij.
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Using the matrices Jn, we rewrite the inequality as

c xnbi wið Þ�cynbj wið Þ
 �

> xncjk wið Þ�cyncik wið Þ
	 


bk wð Þ;

(5–8)

which becomes

c xnsusksisj aið Þ�cynsusksi ajð Þ
	 


> xn cjk þ ccikð Þ�cyncikð Þsu akð Þ:

(5–9)

We expand each side of (5–9).

LHS ¼ cxsu½ðc2�1Þai þ caj þ ðc2cik�cik þ ccjkÞakÞ�
�c2ynsu½cai þ aj þ ðcjk þ ccikÞak�

¼ ½cxnðc2�1Þ�c3yn�suðaiÞ þ ½c2xn�c2yn�suðajÞ
þ½cxnðc2cik�cik þ ccjkÞ�c2ynðcjk þ ccikÞ�suðakÞ;

RHS ¼ ½xnðcjk þ ccikÞ�cyncik�suðakÞ:

We consider the coefficient of su aið Þ in LHS and
find

xnðc2�1Þ�c2yn ¼ ðynþ1 þ ynÞðc2�1Þ�c2yn

¼ ðc2�1Þynþ1�yn � 0

since c � 2 and ynþ1>yn.
Recall that we showed su ajð Þ � �su akð Þ in (5–4).

We combine the coefficients of su ajð Þ and su akð Þ in
LHS and need to prove the following inequality.

�c2xn þ c2yn þ c3xncik�cxncik þ c2xncjk

�c2yncjk�c3yncik � xncjk þ cxncik�cyncik:

With xn ¼ ynþ1 þ yn substituted, the inequality is
equivalent to

�c2ynþ1 þ c3�2c
	 


ynþ1cik�cyncik þ c2�1
	 


ynþ1cjk�yncjk � 0:

(5–10)

Using c; cik; cjk � 2 and ynþ1>yn, we see that

�c2ynþ1 þ c3�2c
	 


ynþ1cik�cyncik
þ c2�1
	 


ynþ1cjk�yncjk
� �c2ynþ1 þ c3�3c

	 

ynþ1cik þ c2�2

	 

ynþ1cjk

� �c2ynþ1 þ 2 c3�3c
	 


ynþ1 þ 2 c2�2
	 


ynþ1

¼ c 2c2 þ c�10
	 


ynþ1 � 0:

Thus, the inequality (5–10) is proven, so is the
inequality (5–6).

One can see that cij ~wð Þ ¼ cij ¼ bi ~wð Þ; bj ~wð Þ
 �

by
induction. Then, a similar computation to (5.8) gives
us bj ~wjð Þ ¼ s ~w ajð Þ.

Now, we want to prove

cbj wi jið Þnj
	 


>cik wi jið Þnj
	 


bk wð Þ;

which is the same as (5–7). Since

JnJj ¼
xn cyn

�cyn �xn�1

� �
1 c
0 �1

� �
¼ xn cynþ1

�cyn �xn

� �
;

the inequality can be written as

c cynþ1bi wið Þ�xnbj wið Þ
 �

> cynþ1cjk wið Þ�xncik wið Þ
	 


bk wð Þ;

and becomes

cðcynþ1susksisjðaiÞ�xnsusksiðajÞÞ>ðcynþ1ðcjk þ ccikÞ
�xncikÞsuðakÞ:

This can be proven in the same way as we did for
(5–9). Similarly, we obtain bi ~wjið Þ ¼ s ~wsj aið Þ.

Let ~w ¼ wi jið Þn for n 2 Z�0 and v ¼ i jið Þn. By
(4–3), we have

/ vjð Þ ¼ si sjsið Þnaj and / vjið Þ ¼ si sjsið Þnsjai;

and obtain

bj ~wjð Þ ¼ s ~w ajð Þ ¼ sw/ vjð Þ ¼ w wvjð Þ
¼ w ~wjð Þ and bi ~wjið Þ ¼ s ~wsj aið Þ ¼ w ~wjið Þ:

Thus we have proven (4–10) in this case.

5.4. Case 4: ‘ ŵð Þ5d ŵð Þ þ 1

Lemma 5.15. Let ~w ¼ wi jið Þn for n 2 Z�0. Then, we
have

cjk ~wð Þbj ~wð Þ>cik ~wð Þbi ~wð Þ; bk ~wkð Þ ¼ s ~w sjsið Þn akð Þ;
(5–11)

cik ~wjð Þbi ~wjð Þ>cjk ~wjð Þbj ~wjð Þ; bk ~wjkð Þ ¼ s ~w sjsið Þnþ1 akð Þ:
(5–12)

This means that we have

!i
j½ �
~w!k

j½ �
~wk and !

j

i½ �
~wj!k

i½ �
~wjk:

Proof. First, we consider the case n¼ 0 and see

cjk wið Þbj wið Þ ¼ cjk þ cijcikð Þbj wð Þ
¼ cjkbj wð Þ þ cijcikbj wð Þ;

cik wið Þbi wið Þ ¼ cik �bi wð Þ þ cijbj wð Þ
	 


¼ �cikbi wð Þ þ cikcijbj wð Þ:

Thus, we have

cjk wið Þbj wið Þ>cik wið Þbi wið Þ: (5–13)

We claim that cjk wið Þ ¼ bk wið Þ; bj wið Þ
 �

. Indeed,
if the length of w is greater than 3, we have

bk wið Þ;bj wið Þ
 �

¼ swsjsisk akð Þ; swsj ajð Þ
	 
 ¼ sisk akð Þ; ajð Þ

¼ � ak þ cikai; ajð Þ ¼ cjk þ cijcik ¼ cjk wið Þ:

Otherwise, it can be checked easily. Then, we
obtain
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bk wikð Þ ¼ �bk wið Þ þ cjk wið Þbj wið Þ
¼ �bk wið Þ þ bk wið Þ; bj wið Þ

 �
bj wið Þ

¼ �rbj wið Þ bk wið Þ
	 


¼ �swsjs�1
w swsjsisk akð Þ

¼ swsi akð Þ:

Now assume n> 0. Using the matrix Jn ¼
xn cyn

�cyn �xn�1

� �
defined in the proof of Lemma 5.9,

the inequality cjk ~wð Þbj ~wð Þ>cik ~wð Þbi ~wð Þ can be writ-

ten as

xncjk wið Þ�cyncik wið Þ
	 


cynbi wið Þ�xn�1bj wið Þ
 �

> cyncjk wið Þ�xn�1cik wið Þ
	 


xnbi wið Þ�cynbj wið Þ
 �

;

which is equivalent to

c2y2n�xnxn�1

	 

cjk wið Þbj wið Þ> c2y2n�xnxn�1

	 

cik wið Þbi wið Þ:

Since c2y2n�xnxn�1 ¼ det Jn ¼ 1, this inequality is
the same as (5–13) and we are done.

We claim that cjk ~wð Þ ¼ bj ~wð Þ; bk ~wð Þ
 �

. Indeed,
we have

cjk ~wð Þ ¼ xncjk wið Þ�cyncik wið Þ and

bj ~wð Þ; bk ~wð Þ
 �

¼ cynbi wið Þ�xn�1bj wið Þ; bk wið Þ
 �

¼ cyn bi wið Þ;bk wið Þ
	 


�xn�1cjk wið Þ:

Since xn þ xn�1 ¼ c2yn; cjk wið Þ ¼ cjk þ ccik and
bi wið Þ; bk wið Þ
	 


¼ �cik þ ccjk þ c2cik, one sees that
the claim holds. Then we obtain

bk ~wkð Þ ¼ �bk ~wð Þ þ cjk ~wð Þbj ~wð Þ
¼ �bk ~wð Þ þ bj ~wð Þ; bk ~wð Þ

 �
bj ~wð Þ ¼ �rbj ~wð Þ bk ~wð Þ

	 

¼ �swsi sjsið Þn�1sj sisjð Þn�1sis�1

w su akð Þ
¼ �swsi sjsið Þn�1sj sisjð Þn�1sisjsisks�1

u su akð Þ
¼ swsi sjsið Þn�1sj sisjð Þn�1sisjsi akð Þ ¼ s ~w sjsið Þn akð Þ;

where we write w ¼ ukij as before.
Similarly, the inequality cik ~wjð Þbi ~wjð Þ

>cjk ~wjð Þbj ~wjð Þ can be proven in the same way, using the

matrix JnJj ¼
xn cynþ1

�cyn �xn

� �
and det JnJj

	 

¼ �1.

Furthermore, we see that

cik ~wjð Þ ¼ bi ~wjð Þ; bk ~wjð Þð Þ
and obtain

bk ~wjkð Þ ¼ �rbi ~wjð Þ bk ~wð Þj
	 


¼ �swsi sjsið Þn�1sjsisj sisjð Þn�1sis�1
w su akð Þ

¼ swsi sjsið Þn�1sjsisj sisjð Þn�1sisjsi akð Þ ¼ s ~w sjsið Þnþ1 akð Þ:

Let ~w ¼ wi jið Þn for n 2 Z�0 and v ¼ i jið Þn. By (4–4),
we have

/ vkð Þ ¼ si sjsið Þ2nak and / vjkð Þ ¼ si sjsið Þ2nþ1ak;

and obtain

bk ~wkð Þ ¼ s ~w sjsið Þn akð Þ ¼ sw/ vkð Þ

¼ w ~wkð Þ and bk ~wjkð Þ ¼ s ~w sjsið Þnþ1 akð Þ ¼ w ~wjkð Þ:

Thus, we have proven (4–10) in this case.
Before we go to the next case, we list the values of

the bilinear form for various roots. Some of them
have already been proved in the proof of Lemma 5.15.
As the others can be easily checked, we omit
the details.

Corollary 5.19. We have

5.5. Case 5: ‘ ŵð Þ5d ŵð Þ þ 2

Lemma 5.20. We have

Proof. First, we prove

cik ~wkð Þbk ~wkð Þ � cij ~wkð Þbj ~wkð Þ: (5–14)

bi ~wð Þ; bj ~wð Þ
 �

¼ cij ~wð Þ; bi ~wjð Þ; bj ~wjð Þ
	 


¼ cij ~wjð Þ;
bi ~wð Þ; bk ~wð Þ
	 


¼ �cik ~wð Þ þ cij ~wð Þcjk ~wð Þ; bi ~wjð Þ; bk ~wjð Þð Þ ¼ cik ~wjð Þ;
bj ~wð Þ; bk ~wð Þ
 �

¼ cjk ~wð Þ; bj ~wjð Þ; bk ~wjð Þ
	 


¼ �cjk ~wjð Þ þ cij ~wjð Þcik ~wjð Þ:
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We compute

cik ~wkð Þbk ~wkð Þ ¼ cik ~wð Þ �bk ~wð Þ þ cjk ~wð Þbj ~wð Þ
 �

¼ �cik ~wð Þbk ~wð Þ þ cik ~wð Þcjk ~wð Þbj ~wð Þ;
cij ~wkð Þbj ~wjð Þ ¼ �cij ~wð Þ þ cik ~wð Þcjk ~wð Þ

 �
bj ~wð Þ

¼ �cij ~wð Þbj ~wð Þ þ cik ~wð Þcjk ~wð Þbj ~wð Þ:

Since, we have

cik ~wð Þbk ~wð Þ ¼ cik wi jið Þn�1j
	 


bk wi jið Þn�1j
	 


� cij wi jið Þn�1j
	 


bj wi jið Þn�1j
	 


¼ cij ~wð Þbj ~wð Þ;

we see that the inequality (5–14) holds.
Next, we prove

cjk ~wkð Þbk ~wkð Þ � cij ~wkð Þbi ~wkð Þ: (5–15)

We compute

cjk ~wkð Þbk ~wkð Þ ¼ �cjk ~wð Þbk ~wð Þ þ cjk ~wð Þ2bj ~wð Þ;
cij ~wkð Þbi ~wjð Þ ¼ �cij ~wð Þbi ~wð Þ þ cik ~wð Þcjk ~wð Þbi ~wð Þ:

Since have cjk ~wð Þbj ~wð Þ � cik ~wð Þbi ~wð Þ by Lemma
5.15 and cjk ~wð Þbk ~wð Þ � cij ~wð Þbi ~wð Þ by Lemma 5.9,
the inequality (5–15) is proven.

In a similar way, one can prove

cik ~wjkð Þbk ~wjkð Þ � cij ~wjkð Þbj ~wjkð Þ;
cjk ~wjkð Þbk ~wjkð Þ � cij ~wjkð Þbi ~wjkð Þ;

establishing the diagram.

Corollary 5.23. We have

bi ~wkið Þ ¼ s ~w sjsið Þnsk sisjð Þn aið Þ; bj ~wkjð Þ
¼ s ~w sjsið Þnsk sisjð Þnsi ajð Þ;

bi ~wjkið Þ ¼ s ~w sjsið Þnþ1sk sisjð Þnþ1 aið Þ; bj ~wjkjð Þ
¼ s ~w sjsið Þnþ1sk sisjð Þnsi ajð Þ:

Let ~w ¼ wi jið Þn for n 2 Z�0 and v ¼ i jið Þn. By
(4–5) – (4–8), we have

/ vkið Þ ¼ si sjsið Þ2nsk sisjð Þnai;/ vkjð Þ
¼ si sjsið Þ2nsk sisjð Þnsiaj;

/ vjkið Þ ¼ si sjsið Þ2nþ1sk sisjð Þnþ1ai;/ vjkjð Þ
¼ si sjsið Þ2nþ1sk sisjð Þnsiaj;

and obtain

bi ~wkið Þ ¼ sw/ vkið Þ ¼ w wvkið Þ ¼ w ~wkið Þ;
bj ~wkjð Þ ¼ sw/ vkjð Þ ¼ w ~wkjð Þ;

bi ~wjkið Þ ¼ sw/ vjkið Þ ¼ w ~wjkið Þ;
bj ~wjkjð Þ ¼ sw/ vjkjð Þ ¼ w ~wjkjð Þ:

Thus, we have proven (4–10) in this case.

5.6. The case of ‘ wð Þ5d wð Þ þ 3

Write ~u ¼ ~w and ~v ¼ v, or ~u ¼ ~wj and ~v ¼ vj, so
that ~u ¼ w~v.

Lemma 5.24. We have

Proof. First, we prove cij ~ukið Þbi ~ukið Þ �
cjk ~ukið Þbk ~ukið Þ. We have

cij ~ukið Þbi ~ukið Þ ¼ �cij ~ukð Þbi ~ukð Þ þ cij ~ukð Þcik ~ukð Þbk ~ukð Þ;
cjk ~ukið Þbk ~ukið Þ ¼ �cjk ~ukð Þbk ~ukð Þ þ cik ~ukð Þcij ~ukð Þbk ~ukð Þ:

Since cjk ~ukð Þbk ~ukð Þ � cij ~ukð Þbi ~ukð Þ by Lemma 5.20,
we are done.

Now we prove cik ~ukið Þbi ~ukið Þ � cjk ~ukið Þbj ~ukið Þ.
The left-hand side is

LHS ¼ �cik ~ukð Þbi ~ukð Þ þ cik ~ukð Þ2bk ~ukð Þ

¼ �cik ~uð Þbi ~uð Þ þ cik ~ukð Þ2bk ~ukð Þ;

and the right-hand side is

RHS ¼ �cjk ~ukð Þbj ~ukð Þ þ cik ~ukð Þcij ~ukð Þbj ~ukð Þ
¼ �cjk ~uð Þbj ~uð Þ þ cik ~ukð Þcij ~ukð Þbj ~ukð Þ:

We have cik ~ukð Þbk ~ukð Þ � cij ~ukð Þbj ~ukð Þ by Lemma
5.20. If ~u ¼ ~w, then we have cjk ~uð Þbj ~uð Þ � cik ~uð Þbi ~uð Þ
by Lemma 5.15 and we have LHS � RHS. If ~u ¼ ~wj,
then we compute further and obtain

LHS ¼ �cik ~uð Þbi ~uð Þ þ cik ~uð Þ2 �bk ~uð Þ þ cik ~uð Þbi ~uð Þ
	 


¼ cik ~uð Þ cik ~uð Þ2�1
 �

bi ~uð Þ�cik ~uð Þ2bk ~uð Þ;
RHS ¼ �cjk ~uð Þbj ~uð Þ þ cik ~uð Þ �cij ~uð Þ þ cik ~uð Þcjk ~uð Þ

 �
bj ~uð Þ

¼ cjk ~uð Þ cik ~uð Þ2�1
 �

bj ~uð Þ�cik ~uð Þcij ~uð Þbj ~uð Þ:

Since, we have

cij ~uð Þbj ~uð Þ � cik ~uð Þbk ~uð Þ and

cik ~uð Þbi ~uð Þ � cjk ~uð Þbj ~uð Þ

by Lemma 5.9 and 5.15, we see that LHS � RHS.
The inequalities for the second diagram can be pro-

ven similarly.

We need another lemma to complete our proof for
this case. Consider two vectors (or line segments) ~v1
and ~v2 , and define ~v1 � ~v2 to be the piecewise linear
curve resulting from moving ~v2 to a parallel position
to concatenate ~v1 and ~v2 so that the end point of ~v1
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and the starting point of ~v2 coincide. Assume that
~v1 � ~v2 starts at (0, 0) and ends at a lattice point. We
define

t ~v1 � ~v2ð Þ :¼ p1 � � � p‘ 2 W

which records the consecutive intersections of ~v1 � ~v2
with the sets T pt ; t ¼ 1; :::; ‘ except the starting point
and the ending point. This definition is compatible
with (4–2) if we let ~v2 ¼~0.

In the rest of the article, we will simply write t ~vð Þ
for st ~vð Þ 2 W to ease the notation.

Lemma 5.25. Let vpq 2 W. Then we have

t ~vp vpð Þ
	 


b ~vq vpð Þ
	 


¼ �b ~vq vpqð Þ
	 


:

Proof. Let fp; q; rg ¼ f1; 2; 3g. Clearly, we have

~vp vpð Þ ¼
1
2
~vp vpð Þ þ

1
2
~vr vpð Þ þ

1
2
~vq vpð Þ

¼ 1
2
~vq vpqð Þ þ

1
2
~vq vpð Þ:

The curves ~vp vpð Þ and 1
2 ~vq vpqð Þ � 1

2 ~vq vpð Þ make a
triangle with area 1

4. Thus, there is no lattice point in
the interior of the triangle. Consequently, we
have t ~vp vpð Þ

	 

¼ t 1

2 ~vq vpqð Þ � 1
2 ~vq vpð Þ

	 

.

Since the ending point of 1
2 ~vq vpqð Þ is in T q, we

may write

t
1
2
~vq vpqð Þ �

1
2
~vq vpð Þ

� �
¼ si1 � � � sik�1sqsj‘�1sj‘�2 � � � sj1 ;

where we have b ~vq vpqð Þ
	 


¼ si1 � � � sik�1aq and
b ~vq vpð Þ
	 


¼ sj1 � � � sj‘�1aq. Now, we have

t ~vp vpð Þ
	 


b ~vq vpð Þ
	 


¼ t
1
2
~vq vpqð Þ �

1
2
~vq vpð Þ

� �
b ~vq vpð Þ
	 


¼ si1 � � � sik�1sqsj‘�1sj‘�2 � � � sj1ð Þsj1 � � � sj‘�1aq
¼ si1 � � � sik�1sqaq ¼ �b ~vq vpqð Þ

	 

:

Corollary 5.26. For p; qð Þ ¼ i; jð Þ or (j, i), we obtain
bq ~ukpqð Þ ¼ sw/ ~vkpqð Þ ¼ w ~ukpqð Þ and

bk ~ukpkð Þ ¼ sw/ ~vkpkð Þ ¼ w ~ukpkð Þ:

Proof . We first show

cpq ~ukpð Þ ¼ bp ~ukpð Þ; bq ~ukpð Þ
	 


: (5–16)

As the other cases are all similar, we only consider
the case ~u ¼ ~w and p ¼ j; q ¼ i. We have

cpq ~ukpð Þ ¼ cij ~wkð Þ ¼ �cij ~wð Þ þ cik ~wð Þcjk ~wð Þ:

On the other hand, since bi ~wð Þ; bk ~wð Þ
	 


¼
�cik ~wð Þ þ cij ~wð Þcjk ~wð Þ by Corollary 5.19, we get

bp ~ukpð Þ;bq ~ukpð Þ
	 


¼ �bj ~wkð Þ þ cjk ~wkð Þbk ~wkð Þ; bi ~wð Þ
 �

¼ �bj ~wð Þ�cjk ~wð Þbk ~wð Þ þ cjk ~wð Þ2bj ~wð Þ; bi ~wð Þ
 �

¼ �cij ~wð Þ þ cjk ~wð Þcik ~wð Þ�cjk ~wð Þ2cij ~wð Þ þ cjk ~wð Þ2cij ~wð Þ
¼ �cij ~wð Þ þ cjk ~wð Þcik ~wð Þ:

Thus, we have proven (5–16) in this case.
Since, we have

bp ~ukpð Þ ¼ swb ~vp ~vkpð Þ
	 


and

bq ~ukpð Þ ¼ swb ~vq ~vkpð Þ
	 


;

we obtain from (5–16)

bq ~ukpqð Þ ¼ �bq ~ukpð Þ þ cpq ~ukpð Þbp ~ukpð Þ
¼ �rbp ~ukpð Þbq ~ukpð Þ
¼ �swt ~vp ~vkpð Þ

	 

s�1
w swb ~vq ~vkpð Þ

	 

¼ �swt ~vp ~vkpð Þ

	 

b ~vq ~vkpð Þ
	 


:

Now it follows from Lemma 5.25 that

bq ~ukpqð Þ ¼ �swt ~vp ~vkpð Þ
	 


b ~vq ~vkpð Þ
	 


¼ swb ~vq ~vkpqð Þ
	 


¼ sw/ ~vkpqð Þ ¼ w ~ukpqð Þ:

Similarly, we have

cpk ~ukpð Þ ¼ bp ~ukpð Þ; bk ~ukpð Þ
	 


(5–17)

and compute

bk ~ukpkð Þ ¼ �rbp ~ukpð Þbk ~ukpð Þ
¼ �swt ~vp ~vkpð Þ

	 

s�1
w swb ~vk ~vkpð Þð Þ

¼ �swt ~vp ~vkpð Þ
	 


b ~vk ~vkpð Þð Þ
¼ swb ~vk ~vkpkð Þð Þ ¼ sw/ ~vkpkð Þ ¼ w ~ukpkð Þ:

5.7. The case of ‘ wð Þ � d wð Þ þ 4

Consider ŵ 2 W and write

ŵ ¼ ~uku1ku2:::ku‘;

where we let

ut ¼ ijð Þnt ; jið Þnt ; ijð Þnt i or jið Þnt j for some nt � 0

for t ¼ 1; 2; :::; ‘.

Lemma 5.29. We have

Proof. Since the other cases are similar, we only con-
sider the case u‘ ¼ ijð Þni for n � 0. We use induction
on ‘ and n. When ‘ ¼ 1 and n¼ 0, the assertion
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follows from Lemma 5.24. Assume that ‘ � 1 and
n � 1, and suppose that u‘ ¼ ijð Þni. First, we want to
prove

cij ŵð Þbi ŵð Þ � cjk ŵð Þbk ŵð Þ: (5–18)

Write w0 ¼ ~uku1ku2:::u‘�1. Let c ¼ cij w0kð Þ. Then,
using the matrix Jn in the proof of Lemma 5.9 with
new c, we have

cij ŵð Þbi ŵð Þ ¼ c xnbi w
0kið Þ�cynbj w

0kið Þ
 �

¼ cxn �bi w
0kð Þ þ cik w0kð Þbk w0kð Þ

	 

�c2ynbj w

0kð Þ
¼ �cxnbi w

0kð Þ þ cxncik w0kð Þbk w0kð Þ�c2ynbj w
0kð Þ;

cjk ŵð Þbk ŵð Þ ¼ xncjk w0kið Þ�cyncik w0kið Þ
 �

bk w0kð Þ

¼ xn �cjk w0kð Þ þ ccik w0kð Þ
 �

bk w0kð Þ
�cyncik w0kð Þbk w0kð Þ
¼ �xncjk w0kð Þbk w0kð Þ þ cxncik w0kð Þbk w0kð Þ
�cyncik w0kð Þbk w0kð Þ:

Since we have, by induction,

cik w0kð Þbk w0kð Þ � cbj w
0kð Þ and

cjk w0kð Þbk w0kð Þ � cbi w
0kð Þ;

the inequality (5–17) follows.
Next we prove

cik ŵð Þbi ŵð Þ � cjk ŵð Þbj ŵð Þ: (5–19)

Write w00 ¼ ~uku1ku2:::u‘�1ki jið Þn�1j. By induction,
we have

cik ŵð Þbi ŵð Þ ¼ cik w00ð Þ �bi w
00ð Þ þ cij w00ð Þbj w00ð Þ

 �
¼ �cik w00ð Þbi w00ð Þ þ cik w00ð Þcij w00ð Þbj w00ð Þ;

cjk ŵð Þbj ŵð Þ ¼ �cjk w00ð Þ þ cij w00ð Þcik w00ð Þ
 �

bj w
00ð Þ

¼ �cjk w00ð Þbj w00ð Þ þ cik w00ð Þcij w00ð Þbj w00ð Þ:

Since cjk w00ð Þbj w00ð Þ � cik w00ð Þbi w00ð Þ by induction,
we see that the inequality (5–19) holds.

We need another lemma.

Lemma 5.32. Assume ŵ ends with q. Then we have,
for p 6¼ q,

cpq ŵð Þ ¼ bp ŵð Þ; bq ŵð Þ
 �

:

Proof. We use induction. If ŵ ¼ ~ukq, the assertion
follows from (5–16) to (5–17). Now assume ŵ ¼ w�rq
for some r 6¼ q. Then, we have

bp ŵð Þ; bq ŵð Þ
 �

¼ bp w�rð Þ;�bq w�rð Þ þ cqr w�rð Þbr w�rð Þ
 �

:

If p¼ r, then, we have by induction

bp ŵð Þ; bq ŵð Þ
 �

¼ �cpq w�rð Þ þ 2cpq w�rð Þ

¼ cpq w�rð Þ ¼ cpq ŵð Þ;

and we are done.
If p 6¼ r, then, we have

cpq ŵð Þ ¼ cpq w�rð Þ ¼ �cpq w�ð Þ þ cpr w�ð Þcqr w�ð Þ;

and obtain by induction

bp ŵð Þ; bq ŵð Þ
 �

¼ � bp w�rð Þ; bq w�rð Þ
 �

þcqr w�rð Þ bp w�rð Þ;br w�rð Þ
 �

¼ � bp w�ð Þ; bq w�ð Þ
 �

þ cqr w�ð Þcpr w�rð Þ
¼ �cpq w�ð Þ þ cqr w�ð Þcpr w�ð Þ:

This proves the desired identity.

Corollary 5.33. Assume that ŵ ¼ ~uku1ku2:::ku‘ 2 W
where ut ¼ ijð Þnt ; jið Þnt ; ijð Þnt i or jið Þnt j for some nt � 0
for t ¼ 1; 2; :::; ‘. Suppose that ŵ does not end with p
for p ¼ i; j or k. Then, we have

bp ŵp
	 


¼ sw/ ~vku1ku2:::ku‘pð Þ ¼ w ŵp
	 


: (5–20)

Proof. With Lemma 5.29 established, the proof is
very similar to that of Corollary 5.26. Suppose that ŵ
ends with q. By Lemma 5.32 and Lemma 5.25, we
have

bp ŵp
	 


¼ �bp ŵð Þ þ cpq ŵð Þbq ŵð Þ ¼ �rbq ŵð Þbp ŵð Þ
¼ �swt ~vq ~vku1ku2:::ku‘ð Þ

	 

s�1
w swb ~vp ~vku1ku2:::ku‘ð Þ

	 

¼ �swt ~vq ~vku1ku2:::ku‘ð Þ

	 

b ~vp ~vku1ku2:::ku‘ð Þ
	 


¼ swb ~vp ~vku1ku2:::ku‘pð Þ
	 


¼ sw/ ~vku1ku2:::ku‘pð Þ ¼ w ŵp
	 


:

This completes the proof of Theorem 4.17.
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